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I. INTRQDUCTION
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A. General

This study was performed under Ltr. Contract CAL dated December 12,
1967, Reference P-8628 for the Center for Applied Linguistics, 1717

Massachusetts Avenue, N. W. , Washington, 0. C. The study was undertaken

as part of a broader effort of the Center for the SURVEY-AND-ANALYSIS STAGE

of the INFORMATION-SYSThM PROGRAM FOR THE LANGUAGE SCIENCES.

The Center's information-system program is designed 1,o provide

for development activities aimed at the technical specification and pilot

study of essential systein requirements. The SUR\ EY-AND-ANALYS1S

STAGE of this program concentrates on the essential preliminaries of the
program: Planning Approaches and System Component Studies. In support

of these preliminary efforts, the study contained herein is oriented toward
the analysis requirdd to identify and describe the relevain parameters
required for subsequent analysis of proposed alternative systems by means
of mathematical models.

B. Purpose of Study

The purpose of this study is to identify and define the generalized sets

of parameters whose values arc required for t:ubsequent quantitative analysis

of pruposed alternative Language Information Network and Clearinghouse

Systems (LINCS) by means of mathematical models. In addition, the defined

parameters can serve as guidelines for the data collection and data banking

efforts in the SURVEY-AND-ANALYSIS STAGE.

C. .: ope of Study

This study is limited to consideration of the parameters to be associated
with the linguistics community, linguistics literature il,ems, and a generalized

r»
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LINC system. The study effort is primarily based on information
obtained from a previous study conducted by Information Dynamics Corporation

(IDC), titled, "A Methodology for the Analysis of Information Systems",

Contract 4SF-C-370.

D. Background 0
The Center for Applied Linguistics is currently conducting a survey and

analysis of the information system for the language sciences. This stage
of the Center's study effort is addressed to the preliminary qualitative and
quantitative analysis required for advanced studies in the design of a LINC

system.
,

A portion of the advanced studies will be concerned with the detailed

formulation and quantitative analysis of alternative LINC systems. It is
planned that the quantitative analysis will be conducted with the aid of a

mathematical model similar to the onc described in IDC report, "A Methodology

for the Analysis of Information Systems". The model described in the above
report is designed to facilitate the study and evaluation of operating costs for
alternative information service network configurations.

Prior to the detailed quantitative analysis of alternative systems,
preliminary analyses are required to (1) formulate alternative systems
(2) identify the parameters associated with the alternative systems and (3)

estimate the values of the parameters. The analysis presented in the
following sections is primarily addressed to the identification of sets of
parameters associated with a generalized LINC system.

8
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II. QUANTITATIVE EVALUATION REQUIREMENTS

A. introduction
.
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As indicated in the previous seetion, a portion of the advanced

studies will be addressed to the quantitati.:: evaluation of alternative LINC
systems. In order to formulate a basis for further discussion of the
relevant system parameters, this section presents the general form of
the evaluation model and, as a consequence, the evaluation activities that
must be performed in the quantitative evaluation process.

13. 14:va1uation Model

The quantitative evaluation process requires the use of two models

which we will call a "descriptive model" and an "evaluation model". The
descriptive model characterizes the information system in terms of the

specific operational processes that govern the cause and effect relationships.
For example, the model described in IDC Report, "A Methodology for the

Analysis of Information Systems", is of this type. The evaluation model

expresses the relationship between the measures of value or effectiveness

and cost, and the chosen alternative designs.

In accordance with the objectives of the quantitative evaluation, the

model for the evaluation of alternative LINCS systems takes on the general

form:

(1)

V. = f (X Y )
1 1 i'

C. = f (X Y ) = f
3 '

(V ) or V. =.f
4 (C.)

i 2 i' i i 3. 1

9
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twhereV. = he measure of value or effectiveness of the i-th alternative
1

system.

C. = the relative cost of the i-th alternative system.
1

X. = the parameters (variable or constant) which affect system
1

system performance or costs but which are not subject to
control by the systems designers. ......

..

tY.= he variables which define the alternative systems and which are
1

subject to control by system designerS.

11 = the functional relationship between the parameters and

independent variables, Xi and Yi, and the dependent variable Vi.

f
2

= the functional relationship between the parameters and independent

variables, X. and Y., and the dependent variable C..
1 1 1

In descriptive terms, the evaluation model or process has the following '
essential characteristics. First, one set of input data, denoted by Yi, is
subject to control by system design ..s. This set of data defines the elements

of the system which arc directly controlled by designers and would include, for exa:

plc, such elements as the types of product: ancl services to be made available to th
user community. Second, for each alternative system, there exists a set of
data (parameters), denoted by Xi, which is not subject to control. For
example, if a particular mode of communication is chosen, then the communi-

cation cost rates are not subject to control by system designers. Third, the
output variables, V. and Ci, are relative measures of value or effectiveness
and cost for use in the evaluation process.

10
11-2
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For purpose of evaluation and comparison, the dependent variables

associated with a specific set of variables and parameters, and therefore
alternative systems designs, may be graphically represented by a two-
dimensional outcome space as indicated in Figure II-1.

Relative
Cost

i
1

7

I

(VI' CI)

Region 1

(V2' C2)

. Region 2

A

0
Relative Value or Effectiveness

Figure II-1. Outcome Space

11
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Each point plotted in the outcome space represents a specific
alternative design. In the above illuetrati.m, two alternative designs are
represented above the curve AB. All possible points associated with design

alternatives would be contained in Region 1 (above the curve AB) and no

alternative designs wow(' appear in Region 2 (below the lthe A.
Optimal alternative designs would fall on the curve .AB.

Having identified the gene,a1 form of the evaluation modal and the

different classes of inputs and outputs, the following section discusses
the activities to be performed in the quantitative evaluation process.

C. )valuation Activities

Withth the context of the evaluation model, the objectives a the
quantitative evaluation process may be stated us follows:

1, Identify optimal alternative LIXC systems (i. e. , the systems
that fall on the curve AD .thowa in Figure 11-I).

2. Evaluate optimal eystems and choose a particular system
design.

The study activities required to meet these objectives are best
presented 4s they affect the components of the evaluation model. These
activities are illustrated in Figure 11-2. This description of the evaluation
process implies that the above objoctives will be achieved by the careful

updating and refining of the various inputs to the model and su'osequent re-

evaluations.

12
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The following are the necessary implementation functions:

I. Evaluation of Inputs - Inventories of input parameters

and variables will have to be maintained for the
specification and subsequent evaluation of alternative

LLNC systems. This would include the identification

and evaluation of variables such as literature sources,
literature items, services and products, system

. components and the user community. Parameters
associated with the variables would have to be identified

1

000000000000000000000000000000
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and, making use of the best data available, their values
estimated. Computer analysis of the data in addition

to a computer aided inventory system would greatly

facilitate tbe evaluation process.
2. Evaluation of Cost-Bffcctiveness Relationships - In order

to compare the various alternative systems designs with
the CAL INFORMATION-SYSThM PROGRAM objectives,

the cost-effectiveness relationships for various alternative
designs would have to be estimated. It will be necessary
to constrUct this model. The model would be of the general

form descrthed in Section II-B, Evaluation yodel. The
development of this model would require a detailed review

of program objectives to determine th,_t measures of value

or effectiveness to be employed.

3. Evaluation of Outputs - The cost-effectiveness relationships

of alternative designs would have to be compared to the CAL

program objectives as a measure of success of the program.
This evaluation would also include continuous evaluation and

possible modification of program objectives.

14
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4. Evaluation of Alternatives and Constraints - Alternative

systems designs will have to be formulated or modified
making use of the best technical data available, the program
objectives and knowledge of whatever constraints that exist.

Inolyded in the formulation process wourd be the identification

of the input variables and parameters which describe each
alternative system design.

D. Concludim; Remarks

In this section, the basic requirements for the quantitative evaluation of

alternative L1XC systems are structured in order to set the context for
discussion of rekvant information system parameters. Of particular importance
to the study cont...ined herein is the concept of two sets of input data which are

1. the variables which define alternative systems and which

are subject to control by system designers, and
2. the parameters (variable or constant) which affect system

effectiveness or value and costs but which are not subject

to control by systems designers.
The selection of a particular set of variables identifies and defines a specific

information system design and fixes, in the mathematical sense, the effective-.

ness or value and cost associated with the design.

The above two classes of data are input to a "descriptive model" which

characterizes the information system in terns of cause and effect relationships.

The outputs of the above model are then employed to estimate the cost-effectivenes

or value re?ationships for various alternative designs.

Since the study addressed herein is primarily concerned with the identifi-
cation of parameters which will be input to the descriptive model, the .....xwing

section presents a brief discussion of its structure.

15
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III, DESCRIPTIVE MODEL STRUCTURE
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A, Introduction

This section presents the structure of the descriptive model which
characterizes A generalized conceptual information system. The purpose

of the presentation is to identify the ciasses of elements or components of
the conceptual system which are explicitly accounted for by the descriptive
model.

From the point of view of the descriptive model, the conceptual

elements explicitly accounted for arc defined in terms of two sets of input
data (variables and parameters) as defined in the preceding section. This

section also identifies the classes of variables which are employed to define

alternative systems and the associated parameters which arc required as
inputs to the descriptive model.

B. The Generalized Conceptual illociel

The classes of elements or components of a generalized conceptual
information are illustrated in Figure III-1. The classes of elements
explicitly accounted for by the descriptive model are

1, the user community,

2. the system output services,
..

3. the information system centers, including procesges

and communications links, and
4. the information inputs.

These elements are identified by solid lines in Figure 11I-1. Elements

identified by dashed lines are implicitly accounted for by the descriptive model.

16
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Prom the viewpoint of the descriptive model, the generalized

conceptual information system may be described as follows:
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INFORMATION OUTPUTS The information system center(s)

must provide and distribute information services and products
based upon the needs of the user community. Two broad
classes of services and products are identified which are,
"initiative services outputs" and "responsive services outputs".
Initiative services arc those services provided automatically
at equal intervals of time (i. c. once a month, etc. ). Responsive

services are those services provided upon request from a member
of the user community.

INFORMATION INPUTS - In order to provide information service

outputs, ihe information center(s) most acquire information
packages occurring in the environment corresponding to the two

types of service outputs.

INFORMATION CENTERS; PROCESSES - The system must extract

arid communicate from the information papkages it acquires those

elements of information it must process It must also maintain

a store of information elements and process the stored information
to provide information outputs.

Within the above conceptual structure, a large number of alternative

systems designs could be erected and quantitatively studied. The erection

of alternative systems designs is accomplished by providing sets of definitions

and choices of variables associated with each of the above elements
explicitly accounted for by the descriptive model.

1 8
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C. Characterization of Alternative Systems

As indicated previously ,. the alternative systems are characterized
in terms of two sets of input data which we called variables and parameters.
This characterization is accomplished first by defining and choosing the
variables width characterize the alternative systems and then estimating the
values of parameters associated with the variables.

The specification of variables requires the following:
1. Definition and choice of elements of the user community'

to be served.
2. Definition and choice -of initiative and responsive services

to be provided.

3. Definition and choice of information inputs.

4. Definition and ehoide oi processing operations.

5. Definition and choice of network structure.

6. Definition and choice of communications

carriers.

In order to quantitatively evaluate various alternative design&,

the following parameters would have to be estimated making use of the

best available data.
1, 'User Community

a. population

b. bias of interest
c, regional distribution

2. Information Inputs/Outputs

a. quantities

b. flow rates

c, materials costs

1 9
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3. Processes
a. manhours required by process operation
b. manhour wage rates

4. Ccirnmunications

, a. d istances

b. volumes

C. costs

.000000oup000oomoo000000000000
ocomam
0000too

Having defined the general properties of alternative information

systems accounted for by the descriptive model, we now turn our attention
to the detailed variable and parameter requirements.

20
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.11/. CHARACTERIZATION OF THE USER COMMUNITY
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Tbe properties of the user community are basic to the design of the
system since they directly or indirectl) affect all other components of the
system. This section presents the variables and parameters required to
characterize the user community.

-A, 'User Cominunity Variables

For the purposes of this study, the user community is defined as a set
of individuals to be served by an information sei vice center (or centers).
These individuals are categorized according to

1. a set, of defined subject disciplines,

2. a set of defined geographic regions, and

3. a set of defined projects/missions.

Two classes of information service centers may be considered, which are
1. the direct-service center, and
2, the "clearing house" or pre-processing center.

The above classification of individuals and service centers requires the

determination of the variables which follow:

N(C) = the number of subject disciplines.

N(R) = the number of geographic regions.

N(D) = the number of projects/missions.

Cr = the identification of the r-th discipline, r4,2 .., N(C).

Rs = the identification of the s-th geographic region, s=l, 2, ..

21
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D. = the identification of the i-th project/mission, iY1, 2, ..., N(D).
i .

N(K) = number of direct service centers.

Ko = the identification of the "clearing house" center.

Kr = the identification of the r-th direct service center.

B. User Community Parameters
After the determination of the variables associatkd with the above

classificatiori"*heme, tile following parameters wou)d have to be estimated:

X(C , D )r i
= estimated number of individuals associated with the i-th

project/mission and the r-th subject disciplin.e.

X(C , R ) = estimated number of individuals associated with the r-thr s
subject discipline and located in the s-th geographic region.

= estimated average number of individuals associated with
i

the i-th project/mission that are interested in the m-th
project/miss:on.

Di) = 1 for m r-- i and

01.1)1 (Dm, Di) 41 for m t 1.

= estimated number of individuals associaod with the r-th
subject discipline where

N(D)

X(C) = E X
i 1

(C , D.).r i
=

22
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D(K
o

, K ) : estimated distance from the clearing house center tor
the r-th direct service center.

D(K , B. ) = estimted distances from the direct service centers to .r s
centroid of the population in the s-th geographic region.

In order to facilitate the estimation of parameter values and the analysis
of variables and parameters, it is recommended that the sets of parameter
values be recorded in the form of two-way tables as shown below:

c\3"ir 1 2 N(D)

1

2

N(C)

X(C , D.)r 1

-

1 2 N(R)

1

2

X(Cr, Rs)

N(C) 23
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V. CHARACTERIZATION OF INFORMATION ELEMENTS
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The nature of the service outputs and information inputs is of importance

since it will determine to a large extent the kinds of system processes
required. In this section, the characterization of information elements from
real-world inputs to service outputs is developed.

A. Categories of Information Elements; System Processes

The major categories of information are developed based upon three m'ain

groups of processes which the system must contain. These groups are:
1. Acquisition processing consieting of all those operations

and activities necessary for acquiring real-world information
input and coiwerting it for further processing.

2. Input processing by which the basic stores of information are
created.

3. Output processing through which the services and output services

are generated from the system stores.
By ordering these main groups of processes as shown in Figure V-1,

we can now identifylive categories of information elements which are as

follows:

1. Real-World Inputs, 111 - Information packages entering the
J

system processes in the form of their occurrance in the system
environment. Examples of real-world inputs are issues of
journals, monographs, abstract journals, etc.

2. Input information Iilements, 1.13 - Those elements of information
obtained from the "information packages" entering the system processes.
Examples of input information elements are individual journal articles,

entire monographs, single bibliographic citations, etc.
1

,

:
i 25



Input Information
Elements

Acquisition
Processing

1

3

Stored Information
Elements'

E3

Initiative Service
Outputs

Output
Processing

Figure V-1. Categories of Information Elementsw=m,

133
Responsive Service
Outputs

00000000000000
CILIOUDOC3Dana=
Emu.- iono
uncluncia



,

i

I

I

I

1

R-8628 i 000000000000000000000000000000
000UWO000000

3. Stored Information Elements, &13 - Those elements of information

obtained from input information elements and placed in the system
stores. For example, bibliographic descriptions, descriptive abstracts,
etc

4. Initiative Service Outputs, 1St) - The types of services to be made
..

available to the user community automatically at equal intervals of

time. For example, announcement lists, catalog and index, research
in progress, etc.

5. Responsive Service Outputs, L:F3. _ The types of services to. be made
available to the user community upon request. For example, directorial
services, specific search and retrieval, etc.

Having defined the categories of informaticn to be considered, we now turn

our attention to the sets of variables and parameters required to categorize
v

them.

B. Information Element Variables

In order to characterize the information elements and their interrelationship
in the system design, the following variables will require identification:

NOD = the number of categories of "real-world inputs's.

N(I) = the number of categories of "input information elements".

N(Z) = the number of categories of "stored information elements".

N(S) = the number of categories of "initiative service outputs".

N(T) = the number of categories of "responsive service outputs".

FI3, = the identification of the j-th type of real world input, 1-Ij= 1, 2, .. ,, N(14

27
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Ir =

Zr =

Sr =

Tr =

000000000000
0E0000000000000000
000CTIRD

the identification of the r-th type of input information elenWF,100°

the identification of the r-th type of stored information element,
Zr = 1, 2, . . . , N(Z).

the identification of the r-th type of initiative service outputs,
Sr = 1, 2, . . . , N(S).

the identification of the r-th type of responsive service outputs,
Tr = 1, 2, .. . , N(T).

C. Relationships Between Variables

The next step in the characterization of the information elements is the
identification of the relationships among the information elements and between

the information elements and the user community. This can best be presented
in the form of two-way tables which indicate whether or not a relationship

between elements of information and/or the user community exists. An entry
of "1" in the tables indicates the existance of a relationship, an entry of
indicates a relationship does not exist.

[D., 11.1 = binary relationship between the user community projects/i j

H.
)

missions D. and the types of real world inputs H..
1 )

2 N(11)

values of either "0" or "1"
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d the input
3

information element Ir.

H. 1 2 N(I)
1

2 values of either "0" or "1"

1

MII)

1Ir, Z ) = binary relationship between input information elements 1r and storedr
information elements Z.

1r

1

2

N(I)

2 N(Z)...,
value of either "0" or "1"
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(Zr, Sij

Zr
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000000

013111EM
000000
si

= binary relalionship between stored information elements Zr
and initiatit.e servicc outputs Sr

1 .
1 2 . . N(S)

1

2

N(Z)

Values o( either "0s' or "1"

15r , D1 .) = binary relationship between initiative service outputs Sr and

user community projects/missions

1.

1 2 . . . N(D)

2 values of either "0" or "1"

1

N(S)
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[T , 0.1 : binary relationship between responsive service outputs Trr i.

ark-3 user community projects/missions Di

1

2

N(T)

2 . N(D),,

values of either "0" or

000000000000000000000000000000
00000010000000

D. Information Element Parameters

This section identifies and defines the flow rate parameters to be
associated with the variables that describe the information elements. The

estimated values of these parameters should be recorded in the tabular
forms indicated after each definition.

The parameters requiring estimation are defined as follows:

31
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Y(D., H.) = the estimated mean number of real world inputs of type H.
1 j 3

generated by the project/mission of type Di per unit time
(i. e. , per month).

D.
1 2 _ ICH)

1

2

Values of VDi., H.)j

N(D)

a. - the esiimated mean number of units of input information elementsjr
of type 1r derived from a real world input of type H..

3

H.

1

2

NW)

"1 2 NU)

Values of a.jr

32
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bj tr. the estimated mean number of units of stored informationr
elements of type Zr derived from an input information element
of type I..

J

1 1 2 N(Z)

1

2

N(I)

values of b.
Jr

e = the estimated mean number of initiative service outputs ofjr

7

,

;

;

i

type Sr derived from a ptored information element of type Z.
J

33
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the estimated percentage of the population of project/mission

type Dr to receive service outputs of type Si.

a the estimated number of requests for responsive outputs of
type Tr per member of the Di project/mission per unit of time.

34
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VI. CARACTERIZATION OF PROCESSING FUNCTIONS

A. Introduction

In the preceding section, three main groups of processes were
identified:

1. Acquisition processing.

2. Input processing.

3. Output processing.

For purposes of evaluation, the above categories of processes are
assumed to be composed scts of operations which arc required to perform
the transformations on the inforrnation.elcments identified in the preceding

section. This section identifies and defines the variables and parameters
required to characterize these operations which, in turn, characterize the
three groups of processes.

13. Process Variables
In order to characterize the three groups of processes, the following

variables must be identified:

N(G
1)

=

N(G
2)

=

N(G
3)

=

N(G
4)

=

the number of operations associated with the acquisition
processing function.

the number of operations associated with the input processing

fudction.

the number of operations in the output processing function

associated with initiative service outputs.

the number of operations in thc output processing function

associated with responsive service outputs.

35
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G1.i
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z the identificatiOn of the i-th operation associated with the

acquisition processing function, G! = 1, 2, . . . ,i

2
G. = the identification of the i-th operation associated with thei

input processing function, G12 J-. 1, 2, . . ., N(G2).

3
G. ,

. the identification of the i-th operation of the output processingi
function associated with initiative service outputs.

4
G. = the identification of the i-th operation of the output processingi

function associated with the responsive service outputs.

Relationship Between Variables

The next step in the characterization of the three groups of processes
is to determine the relationship between the operations and information

elements. The relationships can be presented in the form of two-way tables
as indicated in previous sections.

1
III. G.] = the binary relationship between the real world input elements

3 1
1H. and the acquisition processing operation G.

3 i

1
G.

1II. 1 2 . H(G)

1

2 values of either "0" or "1"

N(H.
3)

36
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Gi2
= the binary relationship between the information input

2elements 1r and the input processing operation G.
i

I
Gi

2 . N(G
2)

I

2

N(I)

values of either "0" or "I"

000000000000000000000000000000DOM=
1:10000fD

3
(Z , the binary relationship between the stored input elementsr i

3
and the output processing operation Gi .

1 2 N(G3)

I

2

N(Z)

'4

values of either "0" or

37
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4(Tr, Gil a the binary relationship between the responsive
4Tr and the output processing operation G.i

4
G.i

2 N(G
4)

1

2 values of either "0" or

0000000000000000no000mo000000
000corta000000

service outputs

N(T)
D. Process Parameters

This section defines the manhour rates to be associated with the above
parameters. The s ts of parameters to be estimated are as follows:

1
g..13

= the estimated mean number of manhours associated with

operation Gi. required to process a unit of information of type H..
3 i

Hi 2 N(G1)

1

2

N(H)

values of g1

ij
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2g .: the estimated mean number of manhours associated with operation
2

G. required to process a unit of information of type I..i 3

1)

NW

1 2 . N(G2)

2values of g..
1.3

3.
g- = the estimated mean number of manhours associated with operation

3G. required to process a unit of information of type Z.
3 1

1.)

2 N(G3)

1

2

N(Z)

3values of g ..
1.3

39
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4 )ff.. Z. the estimated mean number of manhours associated with
4operation G. required to produce a unit of information of
J

type Ti.

I

2

N(T)

1 2 . . N(G
4)

i

values of g4
ij

. 40
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VII. COST PARAMETERS

000000000000000000000000000000000Ma000000

A. Introduction

Preceding sections of the report have identified the sets of variables
_.

and their associated parameters required to quantitatively define the system.
This section presents the cost parameters required to evaluate system
operating costs.

Systems operating cost parameters are grouped in three categories:
1. Cost parameters associated with information materials

inputs/outputs.

2. Cost pararneters associated with system process functions.
3. Cost parameters associated with communications.

By utilizing thc above cost parameters in conjunction with system

parameters, the total system operating cost can be determined.

B. Materials Cost Parameters
...

This section identifies and defines the cost parameters, or
coefficients to be estimated. Tabular forms for recording the data are
also indicated.
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r.. =ii

000000000000000000000000000000
000V3Z000000

the estimated mean cost per unit of real world input of type

H. associated with project/mission D..
3 1

2 N(H)

I

2 values of r..ij

N(D)

4

estimated mean cost of material required in performing operation

GI. to process a unit of information of type II.
1

1
G.

I
II.

1

1

2

N(II)

1 2

1
values of m1,.

3

4 2

N(G)3--
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2m.. =lj estimated mean

G2 to produce a
J

000000000000ammo000000
. 000000

omagsra000000
cost of material required in performing operation
unit of information of type Ii.

1

2

N(I)

2values of m..ij

m.3. ,. estimated mean cost of material required in performing operationlj
3- to produce a unit of information of type Z.

Gj 1

1

2

N(Z)

1 2 . N(G)

3values of m..ij

43
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4m..
13

= estimated mean cost of materiarrequired
4G. to produce a unit of information of type
si

4:1

T. 1 21.

oomoo000000ammo000moom000000mna000000
in performing operation

T..
1

N(G
4)

1

2
4values of m..
13

N(T)

C. Process Cost Parameters

The process cost parameters to be nstimated are as follows:
Ib..
13 =

1estimated mean cost per manhour associated with operation G.
* 3

to process a unit of information of type Hi.

1

1 2 . N(G1)

1

1
2 values of b..

13

N(H)

44
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2b... lj

000000000000000000000000000000
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2estimated mean cost per manhour associated with operation G.
3

to process a unit of information of type y

2 N(G
2)

1

N(I)

2values of b..ij

..

3b.. = estimated mean cost per manhour associated with operation
3G. to process a unit of information of type Z..
3 i

1.3

3values of b..ij

45
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b
4.

= estimated mean cost per manhour associated with operation G..4
13 13

to produce a unit of information of type ;

T. 1 2 M
.1

. . G
4)

1

2

N(T)

4values of b..
13
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D. Communications Cost Parameters

The communications cost parameters to be estimated are as follows:

n.. r. the communications cost per unit distance for the E.tj J
mode of communication associated with the i-th

category of information elements.

N. = I
1

I.
1

2 * N(E)

Z. 3 values of n..
1 13

T. =
1

!

f

t
... ,M, 10 0 .

47
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VIII. SUMMARY OF SYMBOLS

A. User Community

1. Variables

a

N(C) = the number of subject disciplines

N(R) = the number of geographic regions

N(D) a the number of projects/missions

Cr = the identification of the Cr discipline, Cr = 1, 2, ..., N(C)

Rs = thc identification of the Rs geographic region,

N(R)

D. D. , 2 , N(
1 1 1

N(K) = the number of direct service centers

Ko = the identification of "clearing housd'center

Kr = the identification of the Kr direct service center,
.

K = L 2" . " N(K)r

2. Parameters

X(C , D.) = estimated number of individuals associated withr 1

the i-th project/mission and the r-th subject
discipline

48
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x(C ,11, /r s

000000000000000000000000comoocommaammo
= estimated number of individuals associated

with the r-th subject discipline and located in the
s-th geographic region

(3
l(D

, Di = estimated mean number of individuals associatedm 1

with the i-th project/mission that are interested
in the tn-th subject discipline

= estimated number of individuals associated with

the r-th subject discipline

D(lco, Kr) = estimated distance from the clearing house center
to the r-th service center

DU{ , R / = estimated distances from the direct servicer s
center to the centroid of the population of the

s-th geographic region

B. Information Elements

I. Variables

NW) = the number

N(I) = the number

elements

of categories of

of categories of

real world inputs

input information

N(Z) = the number of categories of stored information

elements

N(T) = the number of ;.;ategories of responsive service

outputs

4 9
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the identification of the j-th type of real world input,
J

15 = 1, 2, . . ., N(H)

Ir = the identification of the r-th type of input information
element, Ir = 1, 2, . . , N(I)

Sr = the identification of the r-th type of initiative service

. output, Sr = 1; 2, . . , N(S)

i

4

Tr = the identification of the r-th type of responsive service
output, Tr = 1, 2, . . . , N(T)

2. Parameters

Y(D., II.) = the estimated mean number of real world inputs of
i j

b.jr

type H. generated by project/mission of type D.
3 i

per unit of time

= the estimated mean number of units of input information
elements of type Ir derived from a real world input
of type li.

J

= the estimated mean number of stored information
elements of type Zr derived from an input information

element of type I.
J

= the estimated mean number of initiative service
outputs of type Sr derived from a stored information

element of type Z..
J
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Pjr

1:-jr

b

ammo000000[mom000000oomoo000mamom°
= the estimated percentage of the population of project/

mission type Dr to receive service outputs of type S.
3

= the estimated mean number of requests for responsive
outputs of type Tr per member ofD. project/ mission

i
per unit of time

C. Processing Functions
1. Variables

N(G1) = the number of operations associated with the acquisition

processing function

MG2) = the number of operations associated with the input

processing funeticn

, 3MG ) = the number of operations in the output processing function

associated with initiative service outputs

N(G
di)

r" the number of operations in the output processing function

associated with responsive service outputs

1
G. = the identification of the i-th operation associated withi

the acquisition processing function, Gi. = 1,2, . . . , N(G1)i
..

2
G. = the identification of the i-th operation associated with thei

input processing function, Ci = 1, 2, . . . , MG2)
i

3
G. = the identification of the i-th operation of the outputi

processing function associated with initiative service outputs
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4 the identification of the i-th operation of the outputi
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processing function associated with the responsive

service outputs

2. Paiameters

2 .

3

4
g..ij

.

= the estimated mean manber of manhours associated
Ioperation G. required to process a unit of inlormation
3

. of type Ili

= the estimated mean number of manhours associated
operation G2 required to process a unit of information

3

of type I.
3

z.' the estimated mean number of manhours associated
3

withoperation G. i equired to process a unit of
3

information of type Zi

= the estimated mean number of manhours associated with
4operation G. required to produce a unit of information
3

of type ;

D. Cost Parameters
I. Materials Cost Parameters

= the estimated mean cost per unit of real world

input of type II. associated with project/mission D.
3 1

= the estimated mean cost of material required in
Iperforming operation . to process a unit of information

G3
of type Ili
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the estimated mean cost of material required in
2performing operation G . to produce a unit of information

of type

= the estimated mean cost of material required in
3performing operation G. to produce a unit of information

of type Z.

= the estimated mean cost of material required in
4performing operation . to produce a unit of information

G3
of type Ti

2. Process Cost Parameters

= the estimated mean cost per manhour associated with

operation G 1. to process a unit of information of type Ii.

= the estimated mean cost per manhour associated with
2operation G. to process a unit of information of type I.

3b.. = the estimated mean cost per manhour associated with
3operation G. to process a unit of information of type Z.

= the estimated mean cost pdr manhour associated with
4operation C. to produce a unit of information of type T.
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3. Communications Cost Parameters

000000
C3000co000000000000
000000
00011173123000000

n.. a the communications cost per unit distance for the E.ij J
mode of communication associated with the i-th

category of information elements.

54
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IX. CONCLUDING REMARKS AND RECOMMENDATIONS

A. Concluding Remarks

The identification and definition of the generalized sets of variables

and paramcters presented herein represents the first step in the develop-
ment of a detailed and tailored methodology for the quantitative evaluation

of alternative LINC systems. The methodology and subsequent mathematical

models will permit precision evaluation of alternative LINC systems in
terms of system cost and value/effectiveness.

The quantitative evaluation process will require the use of two models

which we have identified as the "evaluation model" and the "descriptive

model". The development of the evaluation model would be based upon the

1. the detailed objectives of the INFORMATION-SYSTEM

PROGRAM FOR THE LANGUAGE SCIENCES and

2. the outputs of the des criptiv c model.

The descriptive model would characterize the alternative LINC systems

in terms of the specific operational processes 'that govern the cause and

effect relationships as described in the IDC report, "A Methodology for the
Analysis of Information Systems". The variables and parameters identified
and defined herehi are inputs to the descriptive model.

In descriptive terms, the variables represent those elements of the
system that are controlled by system designers and parameters represent
those elements of the system which are not controlled by system designers.
Alternative systems designs are erected by choosing a particular subset
of variables. The variables associated with systems arc deterministic
in nature and parameters are probabilistic and, consequently, must be
estimated making use of the best available data.

55



R-8628 000000
000000
000000
000000
000000000u=
000000

B. Recommendations

As a result of this study, five (5) recommendations suggest themselves
in the following order:

I. Specification of System Variables

Based upon the results of CAL's SURVEY-AND-ANALYSIS STAGE

of the study program, listings of the variables defined in this report
should be compiled.
2. Design Data Forms

Based upon the resulting lists of variables, data forms should
be designed to facilitate the recording and estimation of parameter
values.

3. Data Reduction

Procedures should be developed to estimate the parameter

values identified in this report making use of best available data.
4. Develop Evaluation Model

Based upon objectives to be developed by CAL, a detailed

evaluation model should be developed to aid in the evaluation of

alternative systems.
5. Tailor WC Descriptive Model

The IOC model should be tailored to meet CAL's

specific cvaluation requirements and time schedule.

I F.


